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Summary

OECD AI Systems Classification Framework
• Identifies characteristics of AI systems along 4 dimensions.

• The framework can also be used to guide reflection on ethical and social implications of AI systems.

• The results of the characterization can be used to inform policy decisions or evaluations of specific AI tools 
and use-cases.

• The framework is a work in progress. The OECD has been testing the framework over the past year and is 
currently holding a public consultation to identify areas for improvement.

Government of Canada (GC) Algorithmic Impact Assessment (AIA)
• Evaluates the risk of automated decision systems in order to gauge their potential impact on Canadians.

• The results of the AIA determine mitigation measures required under the Directive on Automated 
Decision-Making. The mitigations are proportionate to the level of impact identified.

https://oecd.ai/classification
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/algorithmic-impact-assessment.html
https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592
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Element GC Algorithmic Impact Assessment OECD AI Systems Classification Framework

Purpose Assess risk and determine proportionate 
mitigation measures.

Identify characteristics of AI systems and guide 
reflection on ethical and social implications.

Scope Automated decision systems subject to 
the TBS Directive on Automated Decision-
Making (DADM).

AI systems as defined in the OECD 
Recommendation of the Council on AI.

Structure Tool structured around risk areas and de-
risking and mitigation areas.

Framework organized around context, data and 
input, AI model, and task and output (each 
dimension has multiple sub-dimensions; see 
notes).

Methodology Survey covering wide range of weighted 
risk and mitigation areas that calculates a 
level of impact for an AI system.

Survey organized around the dimensions of the 
OECD framework that identifies key 
characteristics of an AI system.

Results The impact level (I-IV) and corresponding 
mitigation measures inform applicable 
requirements under the DADM.

Responses to survey inform AI policy decisions, 
evaluations of specific tools or use-cases (e.g., 
credit scoring system, GPT-3, AlphaGo Zero), and 
reflection on risk.

Comparison Table
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Sample Output of OECD Framework
C

h
ar

ac
te

ri
st

ic
s 

o
f 

A
I s

ys
te

m
 

al
o

n
g

4
 d

im
en

si
o

n
s



UNCLASSIFIED / NON CLASSIFIÉ

5

Sample Output of GC AIA Tool

Impact Level and Score Assessment Details 
(excerpt)
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BENOIT DESHAIES 

Hello,

I have looked at the framework for classifying AI and find it an excellent tool. I want to congratulate the OECD for leading this important and useful work.

Below are a few comments and suggestions, and attached is a comparison of the framework against Canada’s Algorithmic Impact Assessment.

1. I thought the name of the OECD framework is misleading in using “Classification”, and would recommend using “Characterisation” instead. With classification, I assume the AI system would be 
assigned a single label or category. The output of the framework as I understand it is a set of characteristics for the AI system. As such, “characterisation” would more accurately reflect its purpose.

2. The characterisation of AI systems proposed in this framework could be very useful to describe systems and their basic characteristics in algorithm inventories, or registries of automated 
decision systems, which are now being built in many jurisdictions.

3. Context. On system users, the label of “amateur” can have a negative connotation (perhaps this varies per country or culture). “End-user (untrained in AI)” could be an appropriate replacement 
to represent, for example, most users of Google Assistant, Siri, Alexa, etc.

4. Data and input. Many systems will combine data from multiple different sources, for which there would be different characteristics. It is not clear on how to represent that in the framework.

5. Data and input. For the structure of the data, it would be helpful to capture the type of unstructured data as text, audio, still image, video, other (e.g. sensor data). 

6. Data and input. In assessing the scale of the data, consider whether a number of records might be appropriate. Tens of gigabytes of textual or structured data might represent many more 
entries than a single hi-definition video. Also, I wasn’t clear on the goal of the static and real-time distinction.

7. AI Model. Consider adding a measure for how easily the model predictions or classifications can be explained (transparency/explainability).

8. Additional items that could be captured:

a. Motivation for the system (improve quality of decisions, lower costs of transactions, use innovative approaches, automate tasks that are not humanly possible, etc.)

b. Assessment of the duration of the impacts. The context currently captures impacts on human rights and well being, but we get no indication of the duration and reversibility of these impacts. 
Will they be small impacts or large? Will they last days, weeks, years, or indefinitely? How easily can they be reversed?

I look forward to see the evolution of this framework. I would be pleased to provide further input should there be an opportunity to.

Warmest regards,

Benoit


